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NLANR/DAST

• http://dast.nlanr.net

• http://beacon.ncsa.uiuc.edu

• http://beacon.dast.nlanr.net
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Outline of DAST 
efforts

• NLANR/DAST is 100% NSF funded
• Outreach

– Technical information & campus alliances (NextINet.org)
– Advanced Applications Database being moved to NextINet

• Training / Expertise Exchange
– Workshops, tutorials & meetings

• Tools 
– Custom & general  (The Advisor, Iperf, Multicast Beacon)

• Applications Consultation
– One to one  & group
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The NLANR Network Performance Advisor

• Single application which integrates the measuring, analyzing, and 
displaying of network performance statistics. 

• Provides platform to allow easy integration of any number of network 
diagnostic tools, combined with the ability to uniformly query the 
results of those tools. 

• Network debugging utility aimed for network engineers

• Includes - ping, ifconfig, iperf, AMP, Surveyor, and the Web100 suite 
of tools. 

The Advisor distinguishes itself by being able to display and analyze 
an extremely broad set of network statistics, due to its ability to 
integrate any network diagnostic
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The NLANR Network Performance Advisor

• Uses existing diagnostic tools:
– ping, traceroute, Iperf, and Web100
– integrates them into a common framework

• Attempts to emulate a junior-level network engineer:
– Allows users to troubleshoot their own networking problems
– Advises users on course of action, including “do nothing—your network 

performance is as good as possible”

• Additional tools and analyses are simple to add

• Implementation details:
– Written in Java, uses XML-RPC for portability and extensibility

– http://dast.nlanr.net/projects/advisor
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Multicast Beacon

• Multicast Beacon is active measurement software 
that monitors the performance of a multicast 
session
– Came out of the needs of the Access Grid development/user 

community
• Multicast Beacon now a standard component for AG nodes

– Provides measurement data for AG multicast traffic 
• Can be used as a general-purpose measurement tool as well 

– Reports
• Loss - Percentage of packet loss from one client to another 
• RTT - Round Trip Time (in milliseconds) from one client to another 
• Jitter – Variation in delay – Measure of short term congestion
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Beacon Server

• RTP-based Perl script
• RFC-3550
• v0.9.55 RC1
• Still Beta / Friendly User

• Server
– A central server collects the 

performance data from the 
Beacon Clients in the group

– Can start or stop at any time
– Only one server is needed for 

multiple Beacons



National Computational Science

Beacon Client

• RTP-based Perl script
• Client

– Sends 48 byte RTP packets to
other clients at 80 ms intervals 
via UDP

• Measures the performance of 
the transmission

– Sends ~348 byte RTCP 
packets to other clients  at 
interval dictated by RTP (~ 4-
6 seconds) 

– Reports to the Beacon Server 
every sixty seconds via TCP 
unicast
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Beacon Display
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Beacon Display
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Beacon Registry
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Future Directions

• Generation of XML (machine readable) 
output

• Round-robin burst testing
– to catch packet loss due to input queue 

buffering problems in IOS

• Periodic three-minute pauses to test 
leave/join mechanism
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Future Directions

• Ability to display only "currently active" 
sites
– Sites running something besides a Beacon

• Ability to display subset data

• Beacon-generated RTP data vs. Live RTP 
data
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Future Directions

• Trend data and longer term data

• Win32 Executable & Service

• RPM installable & Service 
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Future Directions

• Alarm/Notification features

• More comprehensive diagnostic output

• Node Service
– Beacon side done already
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Future Directions

• AG-specific feature: 
– A Beacon process to join a Venue group and 

forward local RTCP reports to Venue server for 
display there

• Open source / Sourceforge model
– Someone is doing Gnuplot via PNG for stats

• Listserv – beacon@dast.nlanr.net
– See dast.nlanr.net/projects/beacon to subscribe
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Questions?

Mitch Kutzko
NLANR/DAST

mitch@dast.nlanr.net
http://dast.nlanr.net/projects/beacon


